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Scope of services / servers covered:

· All DCS managed production services and servers.

· All other servers and service processes that provide development, test, training and QA capability to DCS customers (e.g. ACS).
Scope of change covered under this process:

· Any change requiring system / service downtime.

· Application of software patches, fixes, zaps, version upgrades.

· Installation of new software.

· Configuration changes of software.

· Configuration changes to system services.

· Configuration changes to services, such as Active Directory schema changes or email routing changes.

· Addition or removal of hardware, including peripherals.

Changes Considered out of Scope of Change Management Process:

· Commodity changes, or those changes that are performed repetitively, on a daily basis, such as changes to customer disk allocations, updating of virus signature files, and addition and deletion of printers.

· Changes to services / servers that have not yet been made available to customers.

· Break / fix activity to replace a failed hardware component.   This should be reported to the DCS MOC.

Guiding Principals:

· Changes are to be made during non-business hours.  Business hours are from 8 a.m. to 5 p.m. weekdays and weekends.

· Members of ACS and DCS can initiate a change. 

· Customer events / campus events / data center production processing must be taken into account when establishing a date for the change. 

· Changes requests to production servers should be submitted three days in advance of the date the change will be performed.

Change Information to be compiled in preparing to request a change:

· Why is the change being made?

· When (date / time) is the change planed for?

· What services / servers will be impacted?

· How long will the services be unavailable?

· Who is the sponsor of the change?

· What is the risk to the service of making the change?

· What is the back-out plan? 

· How long will it take to execute the back-out plan?

· What testing has been performed?
· What steps will be taken to confirm change is having desired affect and that service is still functioning.
What is the process to request a change?

See the ‘DCS Change Request Process Flow’ diagram below.

Note that the URL for the online downtime request form is:

https://www.dcs.rochester.edu/ProductionControl/ProductionControl.htm
How do the actual change requests get routed within DCS?

See the ‘DCS Data Flow Diagram’ below.

Exceptions to the process:

The DCS Manager (s) of the affected area(s), relevant ACS management when applicable, and the DCS Director must approve exceptions to this process.
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